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Executive summary

The 2015 Paris Agreement represented a huge global effort to safeguard future generations from damaging climate change. But climate change is not the only serious risk to humanity. Our collective commitment to our children and future generations needs to extend to all existential risks — those with the potential to permanently curtail humanity’s opportunity to flourish. These risks include nuclear war, engineered pandemics, and other catastrophes resulting from emerging technologies.

These disasters could cause an almost unimaginable loss. They would lead to immediate harm, but in their most extreme forms, they have the potential to wipe out humanity entirely.

Such risks may seem unlikely and distant. Indeed, in any one year they are improbable. But small probabilities accumulate - and because disaster risk reduction is a global public good individual nations will tend to underinvest in it. Nuclear weapons and climate change themselves would have once been unimaginable. It may be that emerging technologies introduce new risks that are even harder to manage. Managing existential risk may prove to be the decisive geopolitical challenge of the 21st century.

The first half of this report offers an overview of existential risks. The second half presents three opportunities for humanity to reduce these risks. These were chosen with the help of over 50 researchers and policy-makers out of more than 100 proposals emerged from three workshops at the University of Oxford and the Ministry of Foreign Affairs in Helsinki.

For each of these opportunities, humanity will require increasing levels of trust and international collaboration in order to face the challenges that threaten us all. Moreover, these risks are constantly evolving, and understanding them will need deep and sustained engagement with the global research community.

We hope that this report will go some way to advancing the discussion about the management of existential risks, and inspire action from well-placed individuals and institutions.

DEVELOP GOVERNANCE OF GEOENGINEERING RESEARCH

Geoengineering technologies like Solar Radiation Management have the potential to mitigate risks from climate change, while at the same time posing risks of their own. The current lack of international norms on acceptable research practices may well be holding back safe exploration of climate engineering options.

ESTABLISH SCENARIO PLANS AND EXERCISES FOR SEVERE ENGINEERED PANDEMICS AT THE INTERNATIONAL LEVEL

Existing scenario planning focuses on modest outbreaks at a mostly national level. As the 2015 Ebola outbreak showed, nations do not respond in isolation. Planning must become increasingly international, and should prepare for low-probability high-impact scenarios of pathogens synthesised to be more harmful than any naturally occurring disease.

BUILD INTERNATIONAL ATTENTION AND SUPPORT FOR EXISTENTIAL RISK REDUCTION

Existential risks are typically transnational and intergenerational. Overcoming them will need creative solutions to collective action problems, and shared political will. This will require the international community to build international capacity and draw the attention of national governments and international organisations to existential risk.
1. An introduction to existential risks

In day-to-day life, we all navigate a range of risks: each time we cross the road, for example, we face a relatively slight chance of serious injury or death. Some risks are more serious than others, so we devote more of our time and effort to mitigating them. For instance, other things being equal, it makes sense to devote more effort to reducing the risks of dying in a car accident than to avoiding contracting a rare and relatively harmless illness.

The seriousness of a risk depends on three things: its scope (the number of people it would affect), severity (how badly these people would be affected), and probability (how likely it is to occur). The diagram on page 7 gives examples of risks categorised according to scope and severity. Policymakers in the international community work across each of these types of risk.

In this report, we focus exclusively on existential risks - those with the widest possible scope and the greatest possible severity, which are represented by the top right corner of the diagram. An existential risk is a risk that threatens the premature extinction of humanity or the permanent and drastic destruction of its potential for desirable future development. Note that, on this definition, an existential risk need not actually kill everyone. For example, if a global catastrophe leaves some survivors alive but unable to rebuild society, then it would still qualify as an existential catastrophe.

Existential risks are especially worth focusing on because of their impact on the long-term future of humanity. For individuals, premature death is concerning because it would deprive them of a future which would otherwise last for many decades. In a similar way, premature extinction matters because it would deprive humanity of a future potentially lasting a million years or more. The sheer scale of the future at stake makes reducing existential risk hugely valuable.

1.1. AN OVERVIEW OF LEADING EXISTENTIAL RISKS

Over the course of the 200,000 year history of our species, humanity has been at risk of extinction as a result of natural catastrophes, such as asteroids and super-volcanic eruptions. Anthropogenic – human-caused – risks are a much newer phenomenon. Technological progress can give us the tools to improve society and to reduce existential risk, for example by providing the means to deflect large asteroids.

However, technologies can also create new risks: with the invention of nuclear weapons, humanity gained the practical capacity to bring about its own extinction for the first time. A crucial political task for the international community will be to manage technological progress so that we enjoy the benefits while minimising the risks of existential catastrophe.

This also highlights the importance of focusing the attention of research communities on existential risk. Because many of these risks are from emerging technologies, humanity should not necessarily expect to already have the knowledge and tools needed to manage them. As a result, research into existential risks needs to be an early priority.

Existential risk is a deeply complex category. From asteroid strikes to extreme climate change to engineered viruses, they are not limited to one scientific domain. Some are instantaneous, whereas others play out over long periods of time. Some risks could only either kill everyone or be diverted altogether, whereas others might ultimately fall between these two extremes, causing a non-existent global or localised catastrophe. And though some, such as asteroid impacts, may be diverted by a single powerful actor, others, such as nuclear war, will require cooperation by most or all of the world’s nations.

Not all risks are equally probable, and we can get some ideas of which are most likely. The historical record of natural risks gives us some ways to estimate how likely they are, and suggests that it is very unlikely that such events will extinguish humanity in the next 100 years. Instead, it may be anthropogenic risks that pose the greatest threat.

In the remainder of this section, we provide a brief overview of the most serious existential risks, though we do not intend this list to be exhaustive. We discuss risks which are directly existential, but also possible events which, while catastrophic, are not immediately existential. These are included because less severe catastrophes could bring about extinction indirectly and over a longer timeframe, for a number of possible reasons:

- Since there are no precedents in the last few thousand years of civilisation for events leading to the death of more than 20% of the global population, it is very difficult to know how civilisation would respond to such a catastrophe.
• There may be interaction effects between the risks which could cause one to cascade into a series of connected risks.
• Catastrophes that would be possible to recover from might make society less resilient to other risks.

On the other hand, there might be strong forces which make it likely that society will recover from all but the most severe catastrophes. We remain neutral on this debate and accordingly discuss the most severe, as well as somewhat less severe, catastrophes.

1.1.1 Nuclear war
The bombings of Hiroshima and Nagasaki demonstrated the unprecedented destructive power of nuclear weapons. However, even in an all-out nuclear war between the United States and Russia, despite horrific casualties, neither country’s population is likely to be completely destroyed by the direct effects of the blast, fire, and radiation. The aftermath could be much worse: the burning of flammable materials could send massive amounts of smoke into the atmosphere, which would absorb sunlight and cause sustained global cooling, severe ozone loss, and agricultural disruption – a nuclear winter.

According to one model, an all-out exchange of 4,000 weapons could lead to a drop in global temperatures of around 8°C, making it impossible to grow food for 4 to 5 years. This could leave some survivors in parts of Australia and New Zealand, but they would be in a very precarious situation and the threat of extinction from other sources would be great. An exchange on this scale is only possible between the US and Russia who have more than 90% of the world’s nuclear weapons, with stockpiles of around 4,500 warheads each, although many are not operationally deployed. Some models suggest that even a small regional nuclear war involving 100 nuclear weapons would produce a nuclear winter serious enough to put two billion people at risk of starvation, though this estimate might be pessimistic. Wars on this scale are unlikely to lead to outright human extinction, but this does suggest that conflicts which are around an order of magnitude larger may be likely to threaten civilisation. It should be emphasised that there is very large uncertainty about the effects of a large nuclear war on global climate. This remains an area where increased academic research work, including more detailed climate modelling and a better understanding of how survivors might be able to cope and adapt, would have high returns.

It is very difficult to precisely estimate the probability of existential risk from nuclear war over the
next century, and existing attempts leave very large confidence intervals. According to many experts, the most likely nuclear war at present is between India and Pakistan. However, given the relatively modest size of their arsenals, the risk of human extinction is plausibly greater from a conflict between the United States and Russia. Tensions between these countries have increased in recent years and it seems unreasonable to rule out the possibility of them rising further in the future.

1.1.2 Extreme climate change and geoengineering
The most likely levels of global warming are very unlikely to cause human extinction. The existential risks of climate change instead stem from tail risk climate change – the low probability of extreme levels of warming – and interaction with other sources of risk. It is impossible to say with confidence at what point global warming would become severe enough to pose an existential threat. Research has suggested that warming of 11-12°C would render most of the planet uninhabitable, and would completely devastate agriculture. This would pose an extreme threat to human civilisation as we know it.\(^\text{19}\) Warming of around 7°C or more could potentially produce conflict and instability on such a scale that the indirect effects could be an existential risk, although it is extremely uncertain how likely such scenarios are.\(^\text{19}\) Moreover, the timescales over which such changes might happen could mean that humanity is able to adapt enough to avoid extinction in even very extreme scenarios.

The probability of these levels of warming depends on eventual greenhouse gas concentrations. According to some experts, unless strong action is taken soon by major emitters, it is likely that we will pursue a medium-high emissions pathway.\(^\text{20}\) If we do, the chance of extreme warming is highly uncertain but appears non-negligible. Current concentrations of greenhouse gases are higher than they have been for hundreds of thousands of years,\(^\text{21}\) which means that there are significant unknown unknowns about how the climate system will respond. Particularly concerning is the risk of positive feedback loops, such as the release of vast amounts of methane from melting of the arctic permafrost, which would cause rapid and disastrous warming.\(^\text{22}\) The economists Gernot Wagner and Martin Weitzman have used IPCC figures (which do not include modelling of feedback loops such as those from melting permafrost) to estimate that if we continue to pursue a medium-high emissions pathway, the probability of eventual warming of 6°C is around 10%,\(^\text{23}\) and of 10°C is around 3%.\(^\text{24}\) These estimates are of course highly uncertain.

It is likely that the world will take action against climate change once it begins to impose large costs on human society, long before there is warming of 10°C. Unfortunately, there is significant inertia in the climate system: there is a 25 to 50 year lag between CO2 emissions and eventual warming.\(^\text{25}\) and it is expected that 40% of the peak concentration of CO2 will remain in the atmosphere 1,000 years after the peak is reached.\(^\text{26}\) Consequently, it is impossible to reduce temperatures quickly by reducing CO2 emissions. If the world does start to face costly warming, the international community will therefore face strong incentives to find other ways to reduce global temperatures.

The only known way to reduce global temperatures quickly and cheaply is a form of climate engineering called Solar Radiation Management (SRM), which involves cooling the Earth by reflecting sunlight back into space.\(^\text{27}\) The most researched form of SRM involves injecting aerosols into the stratosphere.\(^\text{28}\) Most of the evidence so far suggests that ideal SRM deployment programmes would reduce overall damages relative to an un-engineered greenhouse world.\(^\text{29}\)

However, SRM brings its own risks. Of the currently known potential negative direct effects of SRM, only abrupt termination could plausibly bring about an existential catastrophe.\(^\text{30}\) If a very thick stratospheric veil were deployed and SRM was suddenly terminated and not resumed within a buffer period of a few months, then there would be very rapid and damaging warming. There is some reason to think that an SRM system could be made very resilient to this termination shock risk, especially if the knowledge and capability for SRM deployment was widely shared, but termination shock could occur as a result of another global catastrophe, such as a global war or devastating pandemic.\(^\text{31}\) Aside from the known risks of SRM, current climate models are imperfect, and SRM could have currently unforeseen catastrophic effects. SRM also creates some indirect risks. Firstly, SRM could be unilaterally deployed\(^\text{32}\) and it will be difficult to agree on a level of SRM acceptable to all regions.\(^\text{33}\) Some nations could counter-geoengineer to reverse the effects of SRM, creating tensions and accident risk. Natural regional weather events could be incorrectly attributed to SRM, potentially leading to opposition from some parts of the world. SRM therefore poses serious international governance problems and, if mishandled, could increase the risk of political conflict.\(^\text{34}\)

Secondly, there is a concern that SRM research or deployment could be a moral hazard by causing reduced interest in greenhouse gas mitigation.\(^\text{35}\) If SRM does cause greenhouse gases to increase much more quickly than they would otherwise have done, this would be costly. It would be harder to keep temperature and precipitation within safe bounds, and an
increasingly thick veil would have to be deployed, thereby increasing the risk of termination shock.

In this area, as for many others, the attention of researchers is of critical importance. The risks from climate change and engineering are novel phenomena and our understanding of the risks and countermeasures remains inadequate. Climate engineering, in particular, receives limited research attention.

1.1.3 Engineered pandemics
For most of human history, natural pandemics have posed the greatest risk of mass global fatalities. However, there are some reasons to believe that natural pandemics are very unlikely to cause human extinction. Analysis of the International Union for Conservation of Nature (IUCN) red list database has shown that of the 833 recorded plant and animal species extinctions known to have occurred since 1500, less than 4% (31 species) were ascribed to infectious disease. None of the mammals and amphibians on this list were globally dispersed, and other factors aside from infectious disease also contributed to their extinction. It therefore seems that our own species, which is very numerous, globally dispersed, and capable of a rational response to problems, is very unlikely to be killed off by a natural pandemic.

One underlying explanation for this is that highly lethal pathogens can kill their hosts before they have a chance to spread, so there is a selective pressure for pathogens not to be highly lethal. Therefore, pathogens are likely to co-evolve with their hosts rather than kill all possible hosts.

Recent developments in biotechnology may, however, give people the capability to design pathogens which overcome this trade-off. Some gain-of-function research has demonstrated the feasibility of altering pathogens to create strains with dangerous new features, such as vaccine-resistant smallpox and human-transmissible avian flu, with the potential to kill millions or even billions of people. For an engineered pathogen to derail humanity’s long-term future, it would probably have to have extremely high fatality rates or destroy reproductive capability (so that it killed or prevented reproduction by all or nearly all of its victims), be extremely infectious (so that it had global reach), and have delayed onset of symptoms (so that we would fail to notice the problem and mount a response in time). Making such a pathogen would be close to impossible at present. However, the cost of the technology is falling rapidly, and adequate expertise and modern laboratories are becoming more available. Consequently, states and perhaps even terrorist groups could eventually gain the capacity to create pathogens which could deliberately or accidentally cause an existential catastrophe.

1.1.4 Artificial intelligence
Currently, artificial intelligence can outperform humans in a number of narrow domains, such as playing chess and searching data. As artificial intelligence researchers continue to make progress, though, these domains are highly likely to grow in number and breadth over time.

Many experts now believe there is a significant chance that a machine superintelligence – a system that can outperform humans at all relevant intelligence tasks – will be developed within the next century. In a 2014 survey of artificial intelligence experts, the median expert estimated that there is a 50% chance of human-level artificial intelligence by 2040, and that once human-level artificial intelligence is achieved, there is a 75% chance of superintelligence in the following 30 years. Although small sample size, selection bias, and the unreliability of subjective opinions mean that these estimates warrant scepticism, they nevertheless suggest that the possibility of superintelligence ought to be taken seriously.

If a superintelligence comes to exist, it will plausibly usher in economic, social, and political changes of a magnitude significantly beyond those wrought by the Industrial Revolution. While it could certainly offer many benefits, such as increased economic productivity and solutions to various technical problems, superintelligence could also be a factor in increasing existential risk.

Firstly, it could exacerbate other existential risks by destabilising political equilibria or by enabling the creation and deployment of other dangerous technologies. Secondly, it could cause grave harm through unintended consequences: the technology could be so opaque and powerful as to make it hard to ensure that it behaves in a way conducive to human good. There are a number of difficult technical problems related to the design of accident-free artificial-intelligence systems that have only recently been recognised. If superintelligence comes to exist before these problems are solved then it could itself constitute an existential risk.

1.1.5 Global totalitarianism
During the twentieth century, citizens of several nations lived for a time under extremely brutal and oppressive regimes. Between them, these states killed more than one hundred million people, and sought total control over their citizens. Previous totalitarian states have not been particularly durable chiefly due to the problem of ensuring orderly transition between leaders, and to external competition from other more liberal and successful states. However, there is a non-negligible chance that the world will come to be dominated by one or a handful of totalitarian states. If this were to happen, external compe-
tition would no longer threaten the durability of such states to the same extent.

Moreover, improvements in certain forms of technology may make it easier for totalitarian states to maintain control, for example by making surveillance much easier. Global totalitarianism could exacerbate other existential risks by reducing the quality of governance. In addition, a long future under a particularly brutal global totalitarian state could arguably be worse than complete extinction.

1.1.6 Natural processes

As we said at the start of this section, natural existential risks appear to be less serious than anthropogenic risks. The leading natural existential risks of which we are currently aware are Near Earth Objects (asteroids and comets), super-volcanoes, and Gamma Ray Bursts. These processes have been posited as causes of the five largest mass extinctions in history.46

According to the US National Academy of Sciences, as a rule of thumb, Near Earth Object (NEO) impacts with a diameter of 1.5km would likely kill 10% of the world population, and the damage ramps up to the entire population for those with a diameter of 10km.49 Due to the success of NEO tracking efforts, we can have relatively high confidence in the probability estimates of NEO strikes.50 On average, 5km NEOs are expected to strike once every 30 million years, and 10km NEOs once every 100 million years.51 We have discovered around 94% of nearby asteroids with a diameter of 1km or more and NASA believes all asteroids with a diameter of 10km or more have been detected,52 and continued detection of both asteroids and comets would give us time to prepare if a large NEO were on course to hit Earth. There is at present no known feasible way to deflect NEOs with a diameter of more than a few kilometres,53 though we might be able to develop such technology in the future.

Although they tend to receive less attention than NEOs super-volcanoes are possibly the natural existential risk that poses the highest probability of extinction. The magnitude of an eruption is measured by the Volcanic Explosivity Index (VEI). Volcanoes which are tens to hundreds of times larger than those which caused most large eruptions attain a VEI of 8 and are labelled “super-volcanoes”.54 Most of the damage of a super-eruption would be through a volcanic winter, in which the ejection of massive amounts of sulphur dioxide and smoke into the atmosphere leads to global cooling of 3-5°C for several years. Although this could kill a significant portion of the world population, it seems unlikely that it would cause extinction.55

Estimates of the frequency of VEI=8 eruptions vary from 30,000 years to around 130,000 years.56 Eruptions with VEI=9 (around ten times greater in magnitude than VEI=8 eruptions) or more might cause an existential catastrophe; some experts estimate that these occur around once every 30 million years, although there is enormous uncertainty about this estimate.57 There is little we can do to reduce super-volcano risk other than building resilience - especially by developing foods which do not depend on sunlight - and improving predictions of eruptions.

Gamma Ray Bursts (GRBs) are narrow beams of very energetic radiation probably produced by supernova explosions or mergers between compact objects such as neutron stars and black holes.58 A sufficiently close, long and powerful GRB pointed at the Earth would chiefly do damage through massive ozone depletion leading to increased UVB radiation. In addition, large amounts of NO2 would be released into the atmosphere leading to reduced sunlight and global cooling.59 Fortunately, potentially extinction-level GRBs are extremely rare: the mean rate is estimated to be one every 200 million years, although there is great uncertainty about this.60 Given their frequency, they might have been responsible for previous mass extinctions.61 In principle, we may be able to predict long GRBs,62 but there is little we can do to prepare for them.

1.1.7 Unknown unknowns

Many of the risks discussed above were unforeseeable a few decades before they started to pose a threat. At the beginning of the 20th century, few could have anticipated that nuclear weapons, climate change, engineered pandemics, and artificial intelligence would come to be among our most severe existential risks. These risks were chiefly the products of technological and economic progress and it is inherently difficult to predict how such processes will play out. It therefore seems likely that some future existential risks, driven by the same mechanisms, are currently unknown. For example, there may be an as yet undeveloped technology which will have huge destructive power, or some way of interacting with the environment which will threaten complete ecosystem collapse.

It is of course impossible to comprehensively plan for such risks, but there are nevertheless steps we can take to reduce our vulnerability to them. Bodies tasked with horizon scanning and especially the monitoring of emerging technologies could help us to identify risks quickly as they develop. There may be generic forms of resiliency that protect against threats whose exact features we do not know, but about which we have heuristic information63, for example by using redundant systems. Furthermore, since all existential risks, known and unknown, present a fundamentally global political challenge, greater international cooperation will reduce the threat.
they pose. Lastly, the significance of unknown unknowns makes it extremely important to involve research communities in efforts to address existential risk. We remain uncertain about the sources of risk and the best responses to them, and the novelty of many risks means that research work to help overcome them is a high priority.

1.2. THE ETHICS OF EXISTENTIAL RISK
In his book *Reasons and Persons*, Oxford philosopher Derek Parfit advanced an influential argument about the importance of avoiding extinction:

*I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think. Compare three outcomes:

(1) Peace.
(2) A nuclear war that kills 99% of the world’s existing population.
(3) A nuclear war that kills 100%.

(2) would be worse than (1), and (3) would be worse than (2). Which is the greater of these two differences? Most people believe that the greater difference is between (1) and (2). I believe that the difference between (2) and (3) is very much greater. ... The Earth will remain habitable for at least another billion years. Civilization began only a few thousand years ago. If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history. The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history. If we compare this possible history to a day, what has occurred so far is only a fraction of a second.*

In this argument, it seems that Parfit is assuming that the survivors of a nuclear war that kills 99% of the population would eventually be able to recover civilisation without long-term effect. As we have seen, this may not be a safe assumption – but for the purposes of this thought experiment, the point stands. What makes existential catastrophes especially bad is that they would “destroy the future,” as another Oxford philosopher, Nick Bostrom, puts it. This future could potentially be extremely long and full of flourishing, and would therefore have extremely large value. In standard risk analysis, when working out how to respond to risk, we work out the expected value of risk reduction, by weighing the probability that an action will prevent an adverse event against the severity of the event. Because the value of preventing existential catastrophe is so vast, even a tiny probability of prevention has huge expected value.

Of course, there is persisting reasonable disagreement about ethics and there are a number of ways one might resist this conclusion. Therefore, it would be unjustified to be overconfident in Parfit and Bostrom’s argument.

In some areas, government policy does give significant weight to future generations. For example, in assessing the risks of nuclear waste storage, governments have considered timeframes of thousands, hundreds of thousands, and even a million years. Justifications for this policy usually appeal to principles of intergenerational equity according to which future generations ought to get as much protection as current generations. Similarly, widely accepted norms of sustainable development require development that meets the needs of the current generation without compromising the ability of future generations to meet their own needs.

However, when it comes to existential risk, it would seem that we fail to live up to principles of intergenerational equity. Existential catastrophe would not only give future generations less than the current generations; it would give them nothing. Indeed, reducing existential risk plausibly has a quite low cost for us in comparison with the huge expected value it has for future generations. In spite of this, relatively little is done to reduce existential risk. Unless we give up on norms of intergenerational equity, they give us a strong case for significantly increasing our efforts to reduce existential risks.

1.3. WHY EXISTENTIAL RISKS MAY BE SYSTEMATICALLY UNDERINVESTED IN, AND THE ROLE OF THE INTERNATIONAL COMMUNITY
In spite of the importance of existential risk reduction, it probably receives less attention than is warranted. As a result, concerted international cooperation is required if we are to receive adequate protection from existential risks.

1.3.1. Why existential risks are likely to be underinvested in
There are several reasons why existential risk reduction is likely to be underinvested in. Firstly, it is a global public good. Economic theory predicts that such goods tend to be underprovided. The benefits of existential risk reduction are widely and indivisibly dispersed around the globe from the countries responsible for taking action. Consequently, a country which reduces existential risk gains only a small portion of the benefits but bears the full brunt of the costs. Countries thus have strong incentives to free ride, receiving the benefits of risk reduction without contributing. As a result, too few do what is in the common interest.

Secondly, as already suggested above, existential
risk reduction is an intergenerational public good: most of the benefits are enjoyed by future generations who have no say in the political process. For these goods, the problem is temporal free riding: the current generation enjoys the benefits of inaction while future generations bear the costs.

Thirdly, many existential risks, such as machine superintelligence, engineered pandemics, and solar geoengineering, pose an unprecedented and uncertain future threat. Consequently, it is hard to develop a satisfactory governance regime for them: there are few existing governance instruments which can be applied to these risks, and it is unclear what shape new instruments should take. In this way, our position with regard to these emerging risks is comparable to the one we faced when nuclear weapons first became available.

Cognitive biases also lead people to underestimate existential risks. Since there have not been any catastrophes of this magnitude, these risks are not salient to politicians and the public. This is an example of the misapplication of the availability heuristic, a mental shortcut which assumes that something is important only if it can be readily recalled.

Another cognitive bias affecting perceptions of existential risk is scope neglect. In a seminal 1992 study, three groups were asked how much they would be willing to pay to save 2,000, 20,000 or 200,000 birds from drowning in uncovered oil ponds. The groups answered $80, $78, and $88, respectively. In this case, the size of the benefits had little effect on the scale of the preferred response. People become numb to the effect of saving lives when the numbers get too large.

Scope neglect is a particularly acute problem for existential risk because the numbers at stake are so large. Due to scope neglect, decision-makers are prone to treat existential risks in a similar way to problems which are less severe by many orders of magnitude. A wide range of other cognitive biases are likely to affect the evaluation of existential risks.

1.3.2. The role of the international community
The international community has a crucial role to play in solving the above problems and effectively reducing existential risk. Free riding is a pervasive phenomenon, but it is especially difficult to overcome at the global level. National public goods, such as clean air, defence, and education, are provided by well-established market or centralised governmental mechanisms. At the global level, no comparable mechanisms exist. The principles of the system of international law give nation-states the right to consent to join international agreements, and all agreements are therefore voluntary. Under these conditions, the incentives to free ride are powerful, and effective action depends on significant negotiation and trust. Moreover, even if international cooperation is successful, the intergenerational externalities of existential risks pose a further challenge for governance.

In spite of these barriers to political action, we know from past experience that effective provision of global and intergenerational public goods is possible. In 1989, only a few years after the discovery of significant anthropogenic ozone depletion, the Montreal Protocol came into force. The treaty regulates the production of ozone depleting substances and has been ratified by nearly all states. Although there was no centralised enforcement body, and although the costs were borne by the current generation and many of the benefits will be enjoyed by future generations, nation-states have resisted the temptation to free ride. As a result, the ozone layer is predicted to fully regenerate by the middle of the century. Of course, many existential risks may be much harder to resolve, and could therefore require unprecedented global cooperation.

In addition to international treaties, established supra-national organisations help to solve global collective action problems. For example, the World Health Organisation is tasked with coordinating international regulation of pandemic diseases. Anthropogenic existential risks present a novel political challenge for the international community. Technological development is making it increasingly easy for agents to bring about damaging effects with global scope. In addition, we have no track record of dealing with these technological risks, some of which could emerge very quickly and be even harder to control than nuclear weapons. In this context, international cooperation is even more essential. In the next section, we outline opportunities for the international community to address existential risk.
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2. Recommendations

Having outlined the major existential risks, we will now outline the interventions that we regard as the most promising ways to reduce existential risk. This is based on an initial overview survey, the details of which can be found in the appendix.

These are early days for work to reduce existential risk. In the course of this survey we also identified other promising interventions which did not make it to this final list but have significant potential. We outline those proposals in the appendix and outline the methodology by which these proposals were selected. We also remain confident that there are very valuable ideas out there which have not yet been considered.

Our current recommendations are to:

1. Develop governance of Solar Radiation Management research
2. Establish scenario plans and exercises for severe engineered pandemics at the international level
3. Build international attention to and support for existential risk reduction

2.1. DEVELOP GOVERNANCE OF SOLAR RADIATION MANAGEMENT RESEARCH

The international community should increase diplomatic awareness of the issues raised by Solar Radiation Management, with a view to developing appropriate codes of conduct, governance and/or regulation.

2.1.1 Current context

Solar Radiation Management (SRM) is the application of techniques to reflect sunlight and reduce global temperatures. Currently, the leading proposed approach is the use of stratospheric sulphate aerosols. Improved SRM research and governance of this research would help to reduce the risks both from climate change and from SRM itself.

Although it may seem remote now, there are likely to be strong incentives to use SRM in the future, even if research into it has not progressed much further. As we argued in Section 1, as the future costs of climate change begin to be felt, some or all of the international community will face strong pressures to use SRM because it is the only known way to reduce global temperatures quickly and cheaply. This suggests that further SRM research would be valuable, provided steps are taken to reduce potential moral hazard effects on mitigation. All of the major reports on SRM call for more research and for governance of this research where appropriate. Further research is particularly important, because the premature rejection of climate engineering could be as risky for our climate as premature use in the context of ongoing climate change.

SRM research is currently in its infancy, currently conducted mostly through computer modelling, but there are increasing calls within the research community for outdoor field testing. If conducted at large scale, these tests could create risks of transboundary harm. This means that formalised governance arrangements may be necessary, whether through voluntary scientific codes of conduct or through international treaties.

Geoengineering governance is likely to fall under the purview of the United Nations Environment Programme. However, it is not yet clear how present international law will be applied to SRM in practice: There is no present international treaty explicitly designed to govern SRM research or deployment, and existing instruments may not be well-suited to the novel challenges posed by SRM.

Some NGOs have argued that the Convention on Biological Diversity (CBD) should take an overarching role in geoengineering deployment governance, but this approach may not work for a number of reasons. Firstly, the mandate of the CBD is limited to addressing threats to biodiversity, which is only one of many considerations regarding the benefits and risks of SRM. Secondly, the US is not a signatory to the CBD.

In addition, this kind of early approach may fall foul of the technology control dilemma: It is impossible to know in advance how SRM technology will turn out. If SRM deployment governance is developed too early, it is likely to be ill-suited to the technologies it is supposed to control. However, as discussed below, there are also reasons in favour of developing governance early. It may be that informal but clear and explicit agreements between researchers would be more valuable and adaptable than formal instruments.

2.1.2 Proposed intervention

We propose that members of the international governance community should increase efforts to build awareness of the policy issues raised by SRM, with a view to eventually developing instruments for the appropriate governance and regulation of SRM research.

This governance must be appropriate for the research activity targeted. A legal regime for computer modelling would be regulatory overkill, but international governance could be required for some field
TYPES OF INTERVENTIONS TO REDUCE EXISTENTIAL RISK

Throughout the process, we employed multiple classification systems to help us cover a wider range of possibilities. The three most useful classifications were:

**Prevention vs. response vs. endurance vs. recovery**

Interventions can focus on different time points in the development of a risk:

- Preventative interventions reduce the likelihood of the event occurring, or reduce the likelihood that the risk becomes existential (for non-existential risks, this second aspect is often called mitigation).
- Interventions that improve response capacity help people to manage the immediate impact of an event.
- Interventions that improve endurance make it easier for people to survive the aftermath of an event while the environment becomes less adverse.
- Interventions that improve recovery make it easier for survivors to rebuild a flourishing civilisation.

Strategies that focus on prevention are often appealing because usually they mean significantly less total harm (depending on the cost of the preventative strategy). Moreover, because many of the causal mechanisms underlying existential risks are in their early stages related to more frequent risks, some prevention approaches can be easily integrated with work that addresses disaster risks with more established support.

Response, endurance, and recovery are often thought of as aspects of resilience.

**Cross-cutting vs. risk-specific**

Some interventions address specific risks (e.g., geoengineering governance) while others help with multiple risks (e.g., food and medical stockpiles). Both types are important and the ideal global strategy probably employs a mixture of the two. However, cross-cutting work is likely to end up more neglected, because it can require coordination between multiple areas of governance which are typically independent.

In general, prevention work tends to be more risk-specific because it engages with a specific causal process that creates a risk. In contrast, resilience strategies tend to be more cross-cutting because the consequences of many risks are similar.

**Direct vs. capacity-building**

Some interventions will directly reduce an existential risk, while others increase the global community’s capacity to reduce them in the future. This distinction runs along a spectrum. Towards the direct end are activities like directly dismantling nuclear stockpiles, and at the other end are activities like advocating for increased research into existential risk reduction. In between are a range of strategies with varying levels of directness, such as advocating for nuclear stockpile reduction or offering training in safe nuclear disarmament.

Capacity building strategies often include research into risk reduction techniques and policies, raising awareness of and drawing attention to existential risk, and building organisations and institutions which will work to reduce existential risk, directly or indirectly. These strategies are often more appropriate for emerging or poorly-understood risks, where the specific steps required to address them are not yet known. They also offer the possibility for small group to improve the efficiency of much larger pools of resources, and they can therefore potentially be more cost-effective.

In the long run, of course, it is direct work which will make the difference, and capacity-building is valuable only because it enables future direct work. Right now, direct work is especially feasible for the better understood risks such as climate change and nuclear warfare, as well as to demonstrate the plausibility (or proof of concept) of emerging risk reduction strategies.
tests, such as those that pose a risk of transboundary harm (though it is worth noting that some outdoor field testing would not pose the risk of such harm).7

As geoengineering researchers Professors Ted Parson and David Keith argue, “progress on research governance is needed that advances four aims: (i) letting low-risk scientifically valuable research proceed; (ii) giving scientists guidance on the design of socially acceptable research; (iii) addressing legitimate public concern about reckless interventions or a thoughtless slide from small research to planetary manipulation; and (iv) ending the current legal void that facilitates rogue projects.”10

Geoengineering governance researchers have proposed principles which could help guide policymakers in building SRM governance.

(a) The Oxford Principles
Following the publication of the Royal Society report on geoengineering, Rayner et al developed a list of five high-level principles to guide geoengineering governance.11

Principle 1: Geoengineering to be regulated as a public good.
Principle 2: Public participation in geoengineering decision-making.
Principle 3: Disclosure of geoengineering research and open publication of results.
Principle 5: Governance before deployment.

The key to implementation of the Oxford Principles is the creation of research protocols for each stage of the development of geoengineering technology. The Oxford Principles are neutral on whether governance should be imposed at the nation-state level or whether a voluntary code of conduct among scientific bodies would be sufficient.

(b) The Geoengineering Governance Research Project draft Code of Conduct
The Oxford Principles are quite high level and leave a lot of room for interpretation. The draft Code of Conduct developed by the Geoengineering Governance Research Project offers more concrete guidance.12 Draft Article 6, which recommends the development of a specific international liability and compensation scheme for those who may suffer adverse consequences from geoengineering, may be particularly relevant for the diplomatic community. However, the Code of Conduct is still in its draft stage, and so would benefit from discussion by key stakeholders, including scientists, diplomats, and policymakers.

We remain neutral on whether it is yet appropriate to develop governance of SRM deployment, as opposed to research, as there is expert disagreement on this issue. On the one hand, some argue that it would be premature to develop SRM governance due to the technology control dilemma,13 and due to the fact that developing this governance could be a very lengthy process and could unreasonably delay valuable SRM research.14 Others argue that large-scale field testing should not be done until there is at least some governance in place to cover the later deployment phase.15 The reason for this is that if we focus only on research governance and leave implementation governance for later, we risk arriving at the stage where implementation becomes a real concern before we have appropriate governance in place.

It may be that the priority for governance should be support for openness and international collaboration, for example in the form of joint international projects. Since much of the risk from stratospheric sulphates comes from the possibility of termination shock, this risk is reduced if a broad range of countries possess the capability to maintain climate engineering programmes. However, the coordination issues surrounding governance are likely to become more complicated as the number of parties able to engineer the climate grows.

2.1.3 Impact of the intervention
Our proposal only pertains to SRM research, rather than SRM deployment. Outdoor SRM research is unlikely to pose an existential risk. The value of SRM research governance stems firstly from allowing us to learn more about a technology which could help reduce climate change risk in the future, and secondly from starting a process which would make adequate governance of SRM deployment more likely in the future. Overall, if done appropriately, the intervention would help to reduce the existential risks from climate change and SRM, which plausibly comprises a non-negligible fraction of overall existential risk.

That said, there are several ways in which the intervention could have zero or negative impact. Firstly, there is a chance that research governance and even the mere discussion of it could create moral hazard by reducing our willingness to mitigate greenhouse gases. However, it is unclear whether these moral hazard effects would occur; and steps can and should be taken to reduce this risk, for example through a publicised agreement that SRM does not justify the failure to mitigate. Moreover, if there were safe and effective SRM techniques it might be rational to plan for later deployment.

Secondly, there is a risk that regulation will inappropriately constrain valuable research, or will fail to prevent unnecessarily risky projects. If governance
follows the aforementioned principles, these possibilities should be avoided.

### 2.1.4 Ease of making progress
As we have said above, present international law places no control on SRM research and deployment. There have been calls from within the research community for increased research and governance of research, but the community is quite small at the moment – according to David Keith and Andy Parker, as of 2013, it received only around $11m in research funding per year. This suggests that the area is not overcrowded and that additional political work has a relatively high chance of impact.

If the intervention is to gain sufficient political momentum, it will require support from key stakeholders in the scientific community and environmentalist NGOs. It is worth noting that many such people are opposed to SRM. As a result, they may be supportive of research governance in principle, as it would help to prevent overly risky SRM research. However, others may be particularly opposed to it on the basis of moral hazard concerns.

### 2.2. ESTABLISH SCENARIO PLANS AND EXERCISES FOR SEVERE ENGINEERED PANDEMICS AT THE INTERNATIONAL LEVEL

The international community should increase the level of scenario planning for pandemic preparedness, focused on non-naturally occurring pandemics including those engineered to have characteristics that make them difficult to manage and contain.

#### 2.2.1 Current context

Pandemic management is challenging. An outbreak of Ebola in Western Africa in 2015 highlighted the need for significant improvements in outbreak response, especially where international coordination is needed to address expanding outbreaks in resource-poor health systems, and the international health community is already reacting to the shortcomings exposed by the outbreak.

Despite the challenges posed by Ebola, the disease is comparatively containable since transmission requires direct contact with bodily fluids. Even natural pathogens, such as zoonotic influenza, could pose a much greater international health risk. Pathogens which are deliberately engineered to make pandemic management approaches less effective, and are deployed so as to maximise the harm caused, could pose an unprecedented challenge. At the moment, very little international work is being done to plan for such scenarios.

Since the end of the Second World War, a number of states have pursued biological weapons programmes, and various terrorist groups have tried to procure biological weapons. However, although some currently-available biological weapons could have truly catastrophic consequences, none are sufficiently dangerous to pose an existential threat. But as we argued in Section 1, engineered pandemics will present an increasing existential risk over the coming decades as biotechnology improves and scientific expertise becomes more widespread. Indeed, many experts have argued that they will eventually become one of the most severe existential risks.

*The responsibilities of the international community*

National governments currently take responsibility for major disease outbreaks, along with a range of international organisations and treaties. The following international bodies and agreements have an important role to play in ensuring preparedness for and response to engineered disease outbreaks.

1. **The United Nations**
   - The UN Secretary General has the right to investigate the use of chemical and biological weapons. The Ebola emergency response was the UN’s first ever health mission.

2. **The Biological Weapons Convention (BWC)**
   - Signed by 175 State Parties, the BWC prohibits the production and use of biological weapons. The BWC also places obligations on states in the event of the use of a biological weapon: “Each State Party to this Convention undertakes to provide or support assistance, in accordance with the United Nations Charter, to any Party to the Convention which so requests, if the Security Council decides that such Party has been exposed to danger as a result of violation of the Convention” (Article VII).

3. **The World Health Organisation**
   - The WHO manages public health emergencies of international concern, including both natural and engineered pandemics. For the last decade, the WHO’s revised International Health Regulations (IHR) have been the legally binding governing framework for global health security. The IHR states the following regarding deliberately produced disease outbreaks: “If a State Party has evidence of an unexpected or unusual public health event within its territory, irrespective of origin or source, which may constitute a public health emergency of international concern, it shall provide WHO with all relevant public health information” (Article 7).
   - The WHO’s Global Outbreak Alert and Response Network (GOARN) is a technical collaboration...
of existing institutions that pool resources for the rapid identification of and response to outbreaks of international importance. In the event of the intentional release of a biological agent, GOARN would be vital for effective international containment efforts. The WHO can also draw on support from its collaborating centres and laboratory networks, such as the Global Influenza Surveillance and Response System. Finally, as part of its biorisk management programme, the WHO also provides guidance on laboratory biosafety and security. This guidance would be relevant for reducing the risk of both accidental and deliberate release of pathogens from laboratories.

4. **The World Organization for Animal Health**
The World Organization for Animal Health (OIE) is an international organisation promoting animal disease control. This is important as 80% of agents with bioterror potential have zoonotic (animal-based) origin. The OIE’s Biothreat Reduction Strategy explicitly addresses deliberate disease outbreaks, and its World Animal Health Information System helps with disease surveillance and response. Like the WHO, the OIE also provides guidance on laboratory biosafety and biosecurity.

5. **The Food and Agriculture Organization**
The Food and Agriculture Organization (FAO) is a UN agency which works to improve global food security. It provides guidance for states on preparing for pandemics that could affect the animal population.

6. **Interpol**
As the world’s largest international police organisation, Interpol enables collaboration between different police forces, and could be heavily involved in the response to a bioterror attack.

*Existing scenario planning efforts*
Pandemic scenario plans determine how actors will respond to different pandemic scenarios. Pandemic scenario exercises – sometimes called simulation exercises – put these plans into practice and ensure that the plans are operable in a crisis. Scenario exercises encourage key actors to consider how they would respond in a range of different scenarios. These exercises typically come in three forms.

1. **Table top exercises**
The major stakeholders are assembled to talk through a scenario, describing the actions that would be taken at each point.

2. **Functional exercises**
Participants actually complete certain actions while working through the provided scenario. This type of exercise usually focuses on the coordination of multiple functions or organisations. Functional exercises strive for realism, short of actual deployment of equipment and personnel.

3. **Full-scale exercises**
An emergency event is simulated as closely to reality as possible. This type of exercise involves all the named responders in the plan, and requires deployment of personnel and equipment.

Tabletop exercises are the most common form of exercise, and exercise programmes should typically start with table top exercises. The WHO, the OIE, the FAO, and Interpol all carry out scenario planning and provide scenario planning resources and guidance for states and other bodies. From the point of view of reducing existential risk, current efforts have a number of important features:

1. **Plans predominantly focus on natural disease outbreaks.** Most disease outbreak scenario plans and exercises are currently aimed at natural disease outbreaks.

2. **Plans that do focus on unnatural disease outbreaks tend not to focus on pathogens which have been engineered to have dangerous new properties.** The WHO, the OIE, and Interpol have plans in place for deliberate disease outbreaks, but these tend to involve known pathogens, such as plague and smallpox, which have not been engineered to have new and dangerous properties.

3. **Plans are predominantly nationally or regionally focused.** Scenario plans and exercises are chiefly nationally or regionally focused, rather than internationally focused. However, particularly in the wake of growing concern about terrorism, bioterror scenario exercises have now been performed, involving a range of international actors.

*2.2.2 Proposed intervention*
We propose that scenario plans for very severe engineered pandemics be established at the international level, and that these plans be tested in exercises involving a range of international actors. This would
enable relevant actors to identify where more expertise is needed, where prior agreements are required for swift response, and where communication channels must be strengthened.

The focus of current scenario planning on natural pandemics at present is understandable because they pose a more immediate threat. However, some attention should be shifted towards engineered disease outbreaks because even now they pose some risk and they will pose a greater threat in the future. Moreover, insofar as states and international organisations do consider unnatural disease outbreaks, they ought to consider the implications of pathogens engineered to have new and dangerous properties. Such pathogens could be deployed deliberately or as the result of an accident at a laboratory involved in biological research, and in either case they could result in extremely severe pandemics. Although these pandemics are relatively unlikely, the scale of their impact justifies taking steps to reduce the risk. It is important for scenario plans to have a truly international focus, and to include a range of relevant actors and institutions across the public health and security communities, such as the WHO, the OIE, Interpol, and States Parties to the BWC.

Many of the governance challenges posed by engineered pathogens are similar to those posed by natural pathogens. For example, neither natural nor engineered pathogens respect national borders, and international cooperation is therefore essential to limit the risks they pose. However, engineered pathogens also present some unique challenges. Firstly, preparedness for and response to engineered disease outbreaks must involve significant collaboration between the public health community and the security community. Secondly, ascertaining the source of the outbreak – whether, for example, it is a deliberate bioterror act or a laboratory accident – will have a great bearing on the appropriate response. Thirdly, depending on the properties of the engineered pathogen, standard countermeasures may be ineffective. Deliberately distributed pathogens are more likely to originate in multiple locations at the same time, making it harder to keep an outbreak regional. Aware of some of these novel potential problems, some states are now trying to determine how the international response to the Ebola outbreak would have been different if the outbreak had been deliberately caused.

2.2.3 Impact of the intervention
The chief impact of the proposed intervention would be to raise awareness about the level of preparedness for emerging biotechnological risks. It could help to identify areas in which major reform is needed, as well as areas in which substantial progress could be made through other routes, such as issuing guidance, establishing better communication and information exchange systems, or running particular training programmes. This could help to improve national and international planning and cooperation, and to shift resources and attention towards reducing these risks. A similar mechanism appears to have worked in other cases. For example, partly as a result of the poor preparedness highlighted by a smallpox outbreak scenario exercise, in 2002 the US government invested heavily in smallpox countermeasures and bought enough vaccine to vaccinate every US citizen.

The intervention may add further support to ongoing efforts to improve pandemic preparedness by enhancing formal international organisations, institutions and treaties. For example, it may encourage the international community to further support efforts, such as the Global Health Security Agenda, to improve the national core health capacities of low and middle income countries, as required by the IHR. In addition, it might increase support for governance reforms of the WHO, such as the establishment of a Centre for Emergency Preparedness and Response which integrates and strengthens all of the WHO’s preparedness, response, and humanitarian activities. The establishment of this centre was recommended by all four commissions on the Ebola crisis. On the security side, further support may be added to ongoing efforts to operationalise Article VII of the BWC. This topic has received significant attention in the intersessional work of the BWC, and is likely to be discussed at the BWC Eighth Review Conference at the end of the year.

2.2.4 Ease of making progress
Staging an international tabletop exercise with a range of international actors would require widespread support, but it appears to be achievable. It may be easiest for such an arrangement to take place at a regional level or between countries which already coordinate extensively, such as the EU or the Five Eyes intelligence partnership.

However, there are numerous political, diplomatic, and financial barriers to major reform of the key instruments and institutions, such as the BWC, the WHO and its IHR. For example, there was political controversy about linking public health and security in the IHR. In general, revising any international treaty is likely to be a lengthy process involving years of negotiation. This may be exacerbated by the difficulty of sharing potentially sensitive health data, although individual level data is unlikely to be needed.

One way to make progress without altering the formal mandate of governance institutions would be to create a core group of states and interested bodies
WORLD BANK PANDEMIC EMERGENCY FINANCING FACILITY

In May 2016, the World Bank announced the creation of a new Pandemic Emergency Financing Facility (PEF), a fast-disbursing global financing mechanism designed to help low income countries respond to outbreaks of diseases with pandemic potential. It was created following the response to the 2014 Ebola outbreak in West Africa, which is widely thought to have been inadequate. Significant international funds were not mobilised against Ebola until October 2014, by which time the number of cases had increased tenfold from July.

The PEF only covers low income countries and includes a $500m insurance component as well as a replenishable $50-100m cash component. The insurance component covers outbreaks of infectious diseases most likely to cause major epidemics, including pandemic influenza, SARS, MERS, and Ebola. Insurance premiums are funded by donor countries, and coverage is provided by resources from the reinsurance market along with the proceeds of catastrophe bonds (index-linked securities which lose their face value if a catastrophe hits – these bonds provide a way to transfer risk from reinsurance companies to investors).

To complement the insurance window, based on financial instruments like catastrophe bonds, a facility will also set aside cash to provide more flexible funding to address a larger set of emerging pathogens which may not meet the criteria for the insurance window.

Pandemic insurance and existential risk

As we argued in Section 1, it appears to be very unlikely that natural pandemics could bring about human extinction. However, engineered pandemics are a serious existential risk, and the PEF may indirectly help to reduce this risk. Firstly, the cash component of the PEF, or the insurance component (if the parametric trigger – which determines whether the catastrophe bonds or insurance payments trigger - is defined sufficiently broadly) could be deployed to help low income countries deal with an engineered pandemic outbreak.

Secondly, if appropriately designed, the PEF could incentivise improvements in health systems and pandemic response planning, which would reduce the threat from engineered pandemics. Designing insurance systems to achieve these aims is challenging, but one possible approach would be to make coverage or the cost of the premiums conditional on certain health system improvements.

In addition to these indirect effects, the PEF sets a precedent for further global cooperation on major global risks, whether through insurance mechanisms or otherwise, and illustrates how improving the capacity of poor countries to deal with global risks is in everyone’s interest.

However, in spite of its merits, if the PEF is to have a serious effect on pandemic risk, its funding needs to be appropriate to the scale of the risk. At present, the funds committed to the PEF appear small relative to the scale of investment required. To give an idea of scale: the response and recovery to the Ebola crisis alone ended up costing $7bn, and as of 2014, the costs of financing country system investments and operations were an estimated $3.4 billion every year. Therefore, we recommend that the international community increase funds available for the PEF, or for rapid access cash set aside for the WHO.

Furthermore, improving the financing of response to catastrophes is just one way to reduce the risk of extremely severe engineered pandemics. Perhaps most importantly, high income countries should provide the financial and technical support required for lower income countries to improve their core health capacities in line with WHO’s International Health Regulations.

that could work on engineered pandemics parallel to the existing activities of these institutions, and then report back in formal meetings. This would help to bring attention to emerging biotechnology threats while avoiding some of the usual diplomatic barriers. Furthermore, as mentioned in the previous subsection, there are other ways in which progress can be made without potentially intractable major reform, such as through improved guidance.

One sensitivity which may affect the process is that joint scenario planning may require transparency about existing biosecurity capabilities. As a result, thorough scenario planning may only be possible in groups of nations which share deep strategic trust.
2.3. BUILD INTERNATIONAL ATTENTION TO AND SUPPORT FOR EXISTENTIAL RISK REDUCTION

Increase the attention given to and support for existential risk reduction by institutions and individuals within the international community.

2.3.1 Current context

Reducing existential risk is likely to require extensive international co-ordination, co-operation, and action. Some approaches can succeed at a purely national or regional level, or within particular research communities. However, because most existential risks are essentially transnational, the international community has a large role to play.

As discussed in the rest of this report, there are several actions the international community could take to reduce existential risk either immediately, such as scenario planning for pandemics, or in the near future, such as creating a geo-engineering research governance. However, similar type of international action typically requires a high level of agreement and buy-in from decision-makers in nation-states and international institutions. This level of agreement in turn relies on the level of international attention to and support for a topic.

We can see this in the history of international action to prevent climate change. Expert debate over anthropogenic climate change recognised a serious risk in the 1950s. Although individual nations and regional groups became more aware of the issue, it did not receive significant international attention for many decades: the Intergovernmental Panel on Climate Change was not established until 1988.

Some nations and regions have taken big steps to unilaterally reduce their emissions, but many options require international coordination and mutual support. It may be that 2015’s Conference of Parties of the UNFCCC in Paris represents such a commitment to collective action, enabling bolder steps to be taken to address climate change. This process, lengthy though it was, may present a roadmap towards the establishment of existential risk as a priority for the international community.

Unfortunately, at the moment most international decision-makers are not particularly well-aware of existential risk. Attention is paid to some individual risks which are potentially existential – for example pandemics or nuclear warfare. However, there is relatively little international attention paid to the most extreme forms of these risks, or awareness that actions to prevent one kind of risk might also help reduce other risks. As a result, a great deal of work is done in isolation, with comparatively little effort made to communicate with other organisations with similar goals.

Although attention and support has been increasing, there is still much to be done to raise the profile of existential risk. In particular, it could be extremely beneficial to focus on building connections between communities and consolidating existing knowledge and efforts. Some of this work might pay off swiftly, while other parts could lay the foundation for work in future decades – much as the Paris Agreement depended on the foundations established by campaigns begun in the previous century.

It is important to start building international attention to existential risk early on because it can take a great deal of time to convene support and initiate action on large and complex issues. Even for extremely contained issues, building attention and support can take many years. For example, the Protocol on Blinding Laser Weapons represented a comparatively modest change to humanitarian law, but came into force 12 years after it was first raised by a member state in 1986 and has still only been signed by 107 states 30 years on. We might expect that more contentious issues which have greater implications for society broadly would take significantly longer.

In a positive development, the United Nations has made significant commitments to future generations. UNESCO, for example, acknowledged in its 1997 Declaration on the Responsibilities of the Present Generations towards Future Generations that “at this point in history, the very existence of humankind and its environment are threatened” and that “present generations should strive to ensure the maintenance and perpetuation of humankind”. However, there is more to be done. Although the UN’s Sendai Framework for Disaster Risk Reduction was created to guard against both small-scale and large-scale risks, it does not discuss existential risks. Disaster risk management must incorporate existential risks, or else a new field of risk management will be required if those risks are to be addressed in a coherent way.

For some of the risks we consider here, awareness is limited. Even discussions about climate change, for example, rarely acknowledge the risks from catastrophic forms of climate change. In other cases, we ought to continue to raise the profile of already well-known risks, like nuclear warfare, to make sure that the attention of the international community does not slip.

2.3.2 Proposed interventions

There are many paths towards raising attention in the international system, and some strategies will be more plausible for certain actors than others. Here, we offer some approaches which appear to be generally promising. There will be others, not considered here, and not all of those listed will be appropriate to every actor.
We consider three strategies which make use of existing infrastructures, and two which might involve the creation of alternative institutions within the UN System.

### 2.3.2.1 Statements or declarations

A number of statements or declarations concerning existential risks have already come from prominent sources: Lord Martin Rees, former President of the Royal Society, has repeatedly called attention to the area, as have Professor Stephen Hawking, Professor Nick Bostrom, and technologists Elon Musk and Bill Gates. Some limited declarations have also been made by UNESCO in its formal declaration concerning the responsibilities of present generations to future generations and by Secretary General Ban Ki-moon in informal remarks. Despite this, more that could be achieved through statements which boost the profile of work to reduce existential risk and which apply to existential risks explicitly and as a whole.

One option would be a discussion or an expression of concern in a major international forum. The United Nations General Assembly (UNGA) would probably be an appropriate venue for such a resolution, and as a representative body it would have the advantage that such discussions may be more likely to reach the attention of all member states. Alternatively, it is conceivable that the United Nations Security Council (UNSC) could be an appropriate venue for discussion, or for a statement by the President of the Security Council. However, it is debatable whether the UNSC’s remit of the ‘maintenance of peace and security’ covers existential risk for humanity as a whole, or whether it is limited to specific security issues.

In the best case, such a resolution would highlight the possibility of human extinction, identify some possible areas of concern (while acknowledging unknown unknowns), and express the desire to take steps as an international community to reduce the size of the risk. Admittedly, it is unlikely that this would have a noticeable direct effect, since most member states would continue to reduce risk to the same degree as they had been intending to already. However, such a resolution might serve as a tool for use in future negotiations, to act as evidence of broad existing support for existential risk reduction, and as part of a process of educating a broader audience about existential risk. Another option might be to include slightly stronger wording calling on member states to act to reduce existential risk, which would likely have similar outcomes.

The process of negotiating a statement would lead to many policy-makers being introduced to and educated about existential risks. Significant international cooperation can occur through growing national awareness long before the establishment of UN-level agreements, potentially within the EU for example.

### 2.3.2.2 Reports

A number of bodies could commission or produce reports on existential risk, potentially building on existing work, including this report, and drawing on the outputs of ongoing research. Many issues remain to be explored in increasing detail, including the risk profiles and drivers of key risks, and the best strategies for reducing them. Actors who might work on these reports include academic institutions, specialist institutes like the Centre for the Study of Existential Risk at the University of Cambridge or the Future of Humanity Institute at the University of Oxford, national governments, strategic research centres, and parts of the UN System. Existing networks of interested parties, such as the Bulletin of the Atomic Scientists, the Munich Security Conference, or the Pugwash Conference,
might be well-suited to either creating or distributing such knowledge, in order to unlock the experience of their members.

Further reports on this topic offer several opportunities. First, they spread information about existential risks further through the international community. Reframing ideas for new or wider audiences can gradually raise the profile of these ideas. Second, each further exploration gives an opportunity for a new perspective on the issues and potentially significant improvements to the best identified strategies. Third, the process of developing recommendations can be extremely beneficial to the organisations drafting the reports, allowing them to develop their capabilities and knowledge, and encouraging them to probe adjacent organisations about their level of preparedness. Fourth, the fact that these ideas receive sustained and visible attention from serious thinkers will continue to increase attention to and support for the reduction of these risks.

However, it is important to be aware of the potential opportunity costs of commissioning reports. Too many reports, even those which set out to avoid doing so, fail to encourage action and end up gathering dust in cabinets.

2.3.2.3 Training courses

There are many venues that currently provide courses and educational opportunities to individuals with the power to take action on existential risks. These venues, such as providers of executive education on domestic and international security, could easily include a one-day course on existential risk as part of their classes. For example, the authors of this report recently taught a session at the Geneva Centre for Security Policy as part of its 8-week New Issues In Security course. Some bodies within the UN System, such as UNIDIR, may also be well-placed to train members of the international community on existential risk.

These courses will probably be most effective if they present the best known risk profiles of the largest existential risks (with appropriate uncertainty), communicate the importance of the area, include steps that can be taken by the international community to reduce the risks, and encourage participants to apply the things they have learned to their own jobs.

Developing and delivering training on existential risk is likely to be a fairly gradual process, and one might expect limited behavioural change as a result of the training, unless there is a clear way to tie its lessons into people’s daily work routines. It may be useful to take advantage of digital distribution, potentially as a MOOC, to scale up the level of training that can be offered more quickly.

2.3.2.4 Political representation for Future Generations

Existential risk reduction is beneficial for those alive today, but an overwhelming amount of the value accrues to those who would live in the future. It might be that empowering actors to act as political representatives for the concerns of future generations would ensure that more weight was given to concerns about existential risks.

There have been a number of proposals for representation of future generations, at a number of levels of government.⁴⁷ At the level of the United Nations as a whole, the option of a High Commissioner for Future Generations was considered in the report “Intergenerational solidarity and the needs of future generations”, produced by the Secretary General’s office in 2013. This role would help bring attention to the needs of future generations and the steps that the current generation could take to safeguard them in a manner analogous to the High Commissioners for Human Rights and Refugees, although potentially in a smaller capacity. However, insofar as many of the effects of the current generation on future generations are mediated through either the environment or education and culture, the role might overlap with that of the UN Environment Programme or UNESCO. Moreover, attempts to create a High Commissioner appear to be currently stalled.

At a national level, other strategies are available for political representation of future generations. It is possible to assign ministerial positions representing future generations (as is done in Sweden), form a committee of parliamentarians responsible for the future (as in Finland), create a future generations commissioner (as in Wales), or embed a commitment to the rights of future generations in the constitution (as in Japan). In these cases, some variety of office is charged with the task of evaluating the impacts of other departments’ activities on future generations and advocating for policies which respect the interests of the future. In many other countries, such as Namibia, Brazil, the Philippines, or Bhutan, there are similar provisions focused specifically on stewarding the environment for the sake of future generations. The environment is an important component of the interests and rights of future generations, but ideally a body would have a broader mandate to consider all sorts of choices we make now that have consequences for the future.

For all of these approaches, there is a significant risk. If the position supposedly representing future generations is politically weak, it is easy for other political actors to shrug off its warnings or advice. If it is poorly resourced, or lacks sufficient security clearance, it may lack the capacity to properly engage with all the activities of government. It is also plausible
that the presence of someone whose job it is to think about the future might make other departments feel that it is no longer necessary for them to bear these issues in mind themselves. This could, potentially, result in less attention being paid to future generations than before as an unintended consequence. Moreover, there are many interpretations of a commissioner for future generations which might place relatively little emphasis on existential risks relative to other, less neglected issues like preserving cultural heritage or reducing pollution.

Unfortunately, there is little evidence regarding the practical effectiveness of these institutions, and it would be difficult to gather such evidence systematically. Relatively few countries have experimented with such systems, and those that have are unlike other countries in many ways.

### 2.3.2.5 UN Office of Existential Risk Reduction

It may be possible to create a targeted institution within the UN System which concerns itself chiefly with existential risk. \(^{46}\) Existential risk touches on the mandates of many different parts of the System, and as a result a central coordinating role could be very valuable in ensuring that balls do not get dropped between agencies. Such an office could support investigation of existential risks, connect ongoing research with the parts of the UN system which help coordinate between states engaged in risky activities, and swiftly call the attention of the UN System to existential risks if they arose unexpectedly. This might be critical in extreme scenarios.

It would be natural for a team working on existential risk to start out within an existing body, while it establishes itself and develops its capabilities. Several organisations within the UN system might be a natural home for such a team: for example, UNIS-DR’s work on disaster risk might give it the right capabilities, as might OCHA’s work on humanitarian response (although both naturally tend to focus on more salient and regularly-occurring risks). As the team becomes more self-sufficient, or as the magnitude of existential risks grows with the development of new technologies, it might be appropriate to spin it out to form its own office. Alternatively, it might make sense for the Secretary General to establish a High-Level Panel on existential risk.

This approach may have many of the same risks as that of establishing a commissioner – a weak institution may simply give others the sense that these risks are no longer their problem without having the power to achieve anything. There are likely to be significant barriers to coordination between organisations. For example, there may well be disagreements about jurisdiction over particular issues. Moreover, such an office would require sustained financing. In order to acquire such financing, it would need to demonstrate its value and also offer guarantees not to consume the resources of other existing institutions. It may also need to be championed by a member state which represents the interests of the broader international community.

### 2.3.3 Impact of the intervention

It is extremely difficult to model the impact which attention-building within the international community might have. On the one hand, it seems entirely possible that each of the options above could be successfully implemented and yet lead to no tangible results. Moreover, it seems conceivable that significant reductions in existential risk might happen without the UN getting involved. These steps therefore seem neither necessary nor sufficient for large risk reduction.

On the other hand, it is just as easy to imagine such efforts playing a decisive role, by lending legitimacy to the efforts of individuals working to reduce existential risk and positioning their work within a broader landscape. Moreover, if the process of building attention galvanises and empowers even one senior individual to make it their mission to reduce the risks of human extinction then the impact could be substantial. As a result, we recommend that individuals and organisations with particularly good opportunities or particularly suitable skills should make attention-building their priority. It is of course important for this process that those who focus on building attention remain in close communication with experts in the field.

It is worth noting that it is very difficult to ‘take back’ efforts to increase awareness, and that the framing of an approach can be highly significant. Therefore individuals or organisations who plan to invest significantly in drawing attention to existential risk would do well to engage a wide range of other interested parties before taking action. For example, we would caution against approaches which risk alienating the research and technology communities who will be essential in managing risks responsibly.

### 2.3.4 Ease of making progress

Building international attention on a global issue takes a long time, and one should expect the process to stall or appear to have stalled several times before it succeeds. This makes it difficult to know whether the current approach is working.

There is, however, a fairly good track record of bringing the attention of the international community to major risks and threats, albeit with large delays. This has happened with climate change, acid rain, ozone depletion, nuclear weapons and biological weapons (to name a few examples). Unfortunately, success in galvanising international action often ul-
Ultimately depends on a particularly traumatic shared event. For example, the horror of the Second World War may have created the conditions necessary for the Geneva Conventions’ attention to civilians in war. In the case of existential risks, an event that made it clear how urgent existential risk reduction was might well come too late.

It can be easier to get agreement on more general principles, such as those underpinning the Paris Agreement. However, general principles are sometimes less effective than agreeing on specific actions. It is often easier to start with smaller-scale proofs of concept within a regional community that is particularly able to coordinate, such as the European Union. However, the truly global nature of existential risks means that frameworks which are genuinely owned by the whole world and are deeply inclusive are likely to be more valuable in the long run.

### 2.3.5 What next steps can people take?

Individuals can take a number of easy steps. First, they can spread knowledge of the issues by discussing them with their colleagues or by passing on this or similar reports. Second, they can work out how to apply these ideas to their day-to-day work: for people who work as part of the international community, bearing in mind the reduction of existential risk might help them to make better marginal decisions during normal work, which add up in the long run.

The largest effects will probably come from individuals who hear about these ideas and arguments and decide to make responding to them their primary focus. The field of existential risk reduction is rapidly expanding as funding for work in the area grows. It would be very valuable for an expert or experts in the international community to establish an advocacy group, and it seems likely that private funding could be acquired by a sufficiently skillful team.

### INTERVENTIONS UNDER CONSIDERATION WHICH DID NOT REACH THE FINAL STAGE

The following interventions are a sample of those which reached later stages of development but were discarded. We have not done enough analysis on any of these to definitively decide whether they are likely to be a good or bad idea. You can see more in the appendix.

<table>
<thead>
<tr>
<th>INTERVENTION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research funding.</td>
<td>Dramatically increase research resources targeting existential risk reduction.</td>
</tr>
<tr>
<td>Publishers’ agreement on dual-use.</td>
<td>Build international agreement between publishers to respect decisions not to publish out of dual-use concerns.</td>
</tr>
<tr>
<td>Stockpiling agreements.</td>
<td>Create international agreements on levels of and distribution of stockpiles of essentials in catastrophic scenarios.</td>
</tr>
<tr>
<td>Tail-risk climate change treaty.</td>
<td>Create international agreements for decisive action in the event of extreme climate change.</td>
</tr>
<tr>
<td>Identifying recovery knowledge.</td>
<td>Catalogue the knowledge and capacities required for recovery (and store records).</td>
</tr>
<tr>
<td>Responsible whistleblowing support.</td>
<td>Create institutions to support and protect responsible whistleblowers.</td>
</tr>
<tr>
<td>Forecasting body.</td>
<td>Develop a UN or non-governmental forecasting body concerned with existential risk.</td>
</tr>
<tr>
<td>Meta-institutional red/blue team exercises.</td>
<td>Fund an exercise where a ‘red team’ tries to identify failure modes of institutions and ‘blue team’ tries to fix.</td>
</tr>
</tbody>
</table>
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Appendix - Methodology

This appendix outlines our approach to the process of identifying strategies for risk reduction, and suggests blind-spots we expect other may later be able to fill.

A systematic approach to existential risk reduction needs to identify the strategies which are collectively likely to offer the largest reduction in risk for a given cost, in terms of time, money, and political will. However, this is difficult. The processes governing existential risks are complicated and unfold over years and decades. Similarly, political processes confound even experienced forecasters. We should therefore, as a general principle, adopt a cautious approach which reflects the deep uncertainty of our position.

Our approach was first to generate a large number of unfiltered potential recommendations and then gradually to prioritise and develop them. In both the generation phase and the prioritisation phase, we consulted a variety of experts and we used classifications of strategies to cross-check that we did not miss large areas of ideas. We expect that, despite our efforts, there will remain areas that are valuable but have not been explored.

**PHASE 1: IDEA GENERATION – 107 PROPOSALS**

With the three main classifications identified in the first section in mind, we asked a range of experts to offer ideas for how best to reduce existential risk. At this stage, the participants were asked to focus on creativity rather than reliability in their suggestions. There were three main sources of suggestions: internal brainstorming by the authors, a workshop hosted in February 2016 at the Oxford Martin School, and a joint working-session in June 2016 of the Future of Humanity Institute at the University of Oxford and the Centre for the Study of Existential Risk at the University of Cambridge.

Afterwards, we filtered the list of suggestions to identify the most promising interventions for further study. We excluded interventions which:

- Were duplicates or similar to other proposals.
- Were too general to imply a clear course of action.
- Were too specific, such that they could only really be pursued by one particular actor.
- Were not relevant to the international community (for example, if they were mostly relevant to a specific research community).

The team then independently scored each intervention, presented in random order to each team member, considering the difficulty of implementation, the amount of value it would create if implemented, and the size of the resources already going towards it.

---

**IDEA GENERATION – 107 IDEAS**

**INITIAL DEVELOPMENT – 17 IDEAS**

**FURTHER DEVELOPMENT – 6 IDEAS**

**FINAL RECOMMENDATIONS – 3 IDEAS**
At this point, the top 15 interventions based on aggregated score were selected for further analysis. The team selected two additional interventions which had not quite made the cut but were representatives of categories which were otherwise no longer in the set of ideas to be developed further.

**PHASE 2: INITIAL DEVELOPMENT  
— 17 PROPOSALS**

After identifying the top interventions, we investigated each in detail, assessing:

- The main mechanism of the intervention.
- The probable size of the effect.
- The variants to the intervention that might be used.
- The main institutions the intervention interacts with.
- The other projects or work most similar to the intervention.
- The timescales over which the intervention might happen.
- The path towards implementing the intervention.
- The tractability of the intervention.

Based on this analysis, we discussed the most promising interventions and selected six ideas that were suitable for further investigation.

<table>
<thead>
<tr>
<th>INITIAL INTERVENTION</th>
<th>DESCRIPTION</th>
<th>DECISION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training in existential risks.</td>
<td>Run a short course at, e.g., UNIDIR, to familiarise diplomats with existential risk issues.</td>
<td>Make a sub-point of building international attention to existential risk.</td>
</tr>
<tr>
<td>Liability insurance in gain-of-function research of concern.</td>
<td>Require research creating potentially risky pathogens to cover the expected cost to society in the research budget.</td>
<td>Drop. Plausible idea, but a topic for synthetic biology community specifically, and the recent NSABB process has closed.</td>
</tr>
<tr>
<td>Incorporate future generations in cost-benefit analysis.</td>
<td>When making government cost-benefit decisions, ensure that long-run future effects are represented.</td>
<td>Stress the political institutions aspect rather than technical process. Make a sub-point of building international attention to existential risk.</td>
</tr>
<tr>
<td>Stockpiling agreements.</td>
<td>Create international agreements on levels of and distribution of stockpiles of essentials in catastrophic scenarios.</td>
<td>Drop. Ensuring stockpiles are fairly distributed internationally in case of global catastrophe may be difficult. Unclear if large stockpiles are cost-effective.</td>
</tr>
<tr>
<td>Engineered pandemic planning.</td>
<td>Improve specific planning for pandemic scenarios resulting from engineered pathogens.</td>
<td>Advance to the next stage.</td>
</tr>
<tr>
<td>Tail-risk climate change treaty.</td>
<td>Create international agreements for decisive action in the event of extreme climate change.</td>
<td>Advance to the next stage, but focus on governance for geoengineering.</td>
</tr>
<tr>
<td>Research funding.</td>
<td>Dramatically increase research resources targeting existential risk reduction.</td>
<td>Advance to the next stage.</td>
</tr>
<tr>
<td>Identifying recovery knowledge.</td>
<td>Catalogue the knowledge and capacities required for recovery (and store records).</td>
<td>Drop. More appropriate as a standalone project. Some overlap with existing work.</td>
</tr>
<tr>
<td>Responsible whistleblowing support.</td>
<td>Create institutions to support and protect responsible whistleblowers.</td>
<td>Drop. Difficult to do responsibly in a way that builds on the existing system.</td>
</tr>
<tr>
<td>Forecasting body.</td>
<td>Develop a UN or non-governmental forecasting body concerned with existential risk.</td>
<td>Drop. Plausibly dominated by existential risk organisation which can choose how much to invest in forecasting relative to other things.</td>
</tr>
<tr>
<td>Lobby the UN.</td>
<td>Lobby the UN on existential risk. Many organs may be relevant.</td>
<td>Make a sub-point of building international attention to existential risk.</td>
</tr>
<tr>
<td>Pre-publication dual-use scanning.</td>
<td>Scan papers pre-publication for dual-use content to reduce risk from publication.</td>
<td>Advance to the next stage. Focus on aspect of coordination problem between publishers who might think someone else will publish if they do not.</td>
</tr>
<tr>
<td>INITIAL INTERVENTION (CONT.)</td>
<td>DESCRIPTION (CONT.)</td>
<td>DECISION (CONT.)</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>X-prize for pandemic surveillance.</td>
<td>Create an x-prize for, e.g., low-cost DNA sequencer for virus surveillance.</td>
<td>Drop. Existing funding is sufficient that marginal resources might have only a small effect.</td>
</tr>
<tr>
<td>Meta-institutional red/blue team exercises.</td>
<td>Fund an exercise where a ‘red team’ tries to identify failure modes of institutions and ‘blue team’ tries to fix.</td>
<td>Drop. Difficult to do responsibly given confidential and classified information.</td>
</tr>
<tr>
<td>UN existential risk centre.</td>
<td>Fund or establish a UN centre tasked with managing existential risk.</td>
<td>Make a sub-point of building international attention to existential risk.</td>
</tr>
<tr>
<td>Impact of technology on future of diplomacy.</td>
<td>Research the impact of technologies (e.g., blockchain, lie detection) on the future of diplomacy.</td>
<td>Drop. Make a component of research funding intervention.</td>
</tr>
<tr>
<td>Engineered pandemic planning.</td>
<td>Improve specific planning for pandemic scenarios resulting from engineered pathogens.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Geoengineering governance.</td>
<td>Establish international norms for appropriate geoengineering as the technologies develop.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Research funding.</td>
<td>Dramatically increase research resources targeting existential risk reduction.</td>
<td>Fully develop. Dropped after workshop feedback.</td>
</tr>
<tr>
<td>International attention building.</td>
<td>Increase attention to and knowledge about existential risks in international venues.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Publishers' agreement on dual-use.</td>
<td>Build international agreement between publishers to respect decisions not to publish out of dual-use concerns.</td>
<td>Drop. Export controls make international aspect possibly unnecessary. Improvements in pre-funding dual-use screening will reduce need.</td>
</tr>
</tbody>
</table>

**PHASE 3: FURTHER DEVELOPMENT – 6 PROPOSALS**

At this point, a deeper analysis was carried out for six interventions. For each, we considered in further detail their likely impact, their tractability, and existing programmes carrying out similar work. We also engaged subject-specialists in each area.

This allowed us to identify the final recommendations, which were developed with heavy input from subject-specific experts. These recommendations can be found in Section 2.
<table>
<thead>
<tr>
<th>DEVELOPED INTERVENTION</th>
<th>DESCRIPTION</th>
<th>DECISION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engineered pandemic planning.</td>
<td>Improve specific planning for pandemic scenarios resulting from engineered pathogens.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Geoengineering governance.</td>
<td>Establish international norms for appropriate geoengineering as the technologies develop.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Research funding.</td>
<td>Dramatically increase research resources targeting existential risk reduction.</td>
<td>Fully develop. Dropped after workshop feedback.</td>
</tr>
<tr>
<td>International attention building.</td>
<td>Increase attention to and knowledge about existential risks in international venues.</td>
<td>Fully develop.</td>
</tr>
<tr>
<td>Publishers’ agreement on dual-use.</td>
<td>Build international agreement between publishers to respect decisions not to publish out of dual-use concerns.</td>
<td>Drop. Export controls make international aspect possibly unnecessary. Improvements in pre-funding dual-use screening will reduce need.</td>
</tr>
</tbody>
</table>

**HAVE WE IDENTIFIED THE BEST INTERVENTIONS?**

The range of possible interventions is very large, and the literature on existential risks is not well developed. We have therefore not been comprehensive in surveying possibilities. Although our brainstorming processes did begin to create some overlapping ideas, it is very likely that other groups attacking the issue from a different perspective might have generated a different set of ideas. There may therefore be excellent interventions that have not been included here.

Moreover, a full assessment of these proposals may require deep domain expertise. We have made significant efforts to engage experts in specific fields relevant to the interventions, but it may be that the only way to get a full picture would be to have a single expert knowledgeable about both existential risk and specific intervention areas. Errors may have entered our process as a result.

Nonetheless, we believe that this process has highlighted opportunities that are more promising than we might have otherwise expected, and which are worth addressing swiftly.
Existential risks – those that could curtail humanity’s long-term potential – are some of the most serious geopolitical challenges in the 21st century. From nuclear war and the potential devastation of a nuclear winter, to the risks of accidents with emerging technologies, the legacy we leave future generations cannot be taken for granted.

This report identifies three important steps that can be taken to reduce existential risks today. It outlines the main considerations behind each proposal and identifies strategies for moving forwards. The recommendations are:

- Develop governance for geoengineering research.
- Establish scenario plans and exercises for severe engineered pandemics at the international level.
- Build international attention to and support for existential risk reduction.